WPI Machine Learning, Meta-Learning and Dimensionality
Reduction for Pancreatic Cancer Patient Data

By Keith A. Pray (Computer Science) and Prof. Carolina Ruiz (Computer Science)

Goals: Improve current accuracy of predicting patient longevity and quality of life

1. Build upon previous pancreatic research work at WPI 2. Apply data dimensionality reduction techniques
[Hayward 2006, Floyd 2007]
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Prediction Goals:
- Survival time from time of diagnosis
- Quality of life
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3. Use machine learning algorithms Boosting Bagging j 5. Predict patient longevity, quality

of life, and provide information
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